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Abstract

Associativity and priority are well known techniques to disambiguate expression grammars. In recent work we develop a direct semantics for disambiguation by associativity and priority rules and prove that a safe and complete disambiguation relation produces a safe and complete disambiguation. The proof approach relies on a correspondence between disambiguation and term rewriting such that safety of disambiguation corresponds to termination of the rewrite system and completeness of disambiguation correspond to confluence of the rewrite system. In this extended abstract we illustrate that approach using diagrams.

1 Introduction

Associativity and priority are well known techniques to disambiguate expression grammars. Figure 1 illustrates the approach. An expression grammar defines the infix operators of an expression language using left- and right-recursive productions such as $\text{Exp.Add} = \text{Exp} \ "+" \ \text{Exp}$. Such a grammar is ambiguous; an expression such as $a + b + c$ can be read as $(a + b) + c$ or as $a + (b + c)$. One way to disambiguate an expression grammar is to transform it to a grammar that uses extra non-terminals to represent priority levels. However such grammars are harder to read and the direct correspondence to the underlying abstract syntax trees is lost. An alternative approach is to augment an ambiguous expression grammar with associativity and priority rules. The semantics of such disambiguation rules is typically defined indirectly in the implementation of parser generators or by means of grammar transformations. In recent work, we have developed a direct semantics for associativity and priority in terms of subtree exclusion that extends to expression grammars with prefix and postfix operators, mixfix operators, indirect recursion, and overlap. We are currently revising a paper about this work for the TOPLAS journal [2]. A previous version of the semantics of disambiguation rules appeared in [1], but did not feature the proof technique based on rewriting. We refer to those papers for a discussion of related work.

To verify the approach we developed a technique based on term rewriting that shows that soundness and completeness of disambiguation corresponds to termination and confluence reordering parse trees. In this extended abstract we illustrate the proof technique for the case of infix expression grammars. We omit formal definitions and mostly explain the approach using diagrams.

Figure 1: SDF3 definition.

<table>
<thead>
<tr>
<th>lexical syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID = [a-zA-Z][a-zA-Z0-9]*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>context-free syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.Var = ID</td>
</tr>
<tr>
<td>Exp.Add = Exp &quot;+&quot; Exp {left}</td>
</tr>
<tr>
<td>Exp.Min = Exp &quot;-&quot; Exp {left}</td>
</tr>
<tr>
<td>Exp.Mul = Exp &quot;*&quot; Exp {left}</td>
</tr>
<tr>
<td>Exp.Div = Exp &quot;/&quot; Exp {left}</td>
</tr>
<tr>
<td>Exp.Pow = Exp &quot;^&quot; Exp {right}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>context-free priorities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.Pow</td>
</tr>
<tr>
<td>&gt; {left: Exp.Mul Exp.Div}</td>
</tr>
<tr>
<td>&gt; {left: Exp.Add Exp.Min}</td>
</tr>
</tbody>
</table>
2 Disambiguation by Subtree Exclusion

An ambiguous sentence has multiple parse trees. The diagram in figure 2 shows the parse trees for the expression $a + b \cdot c - d$ according to the underlying grammar of figure 1. Disambiguation by subtree exclusion defines conflict patterns that should not occur in selected parse trees. The safe subtree exclusion rules (for infix expressions) of SDF3 [2] are defined as follows:

$A.C_1 > A.C_2$

$A.C_1 \leftarrow A.C_2$

$A.C_1 \text{ left } A.C_2$

$A.C_1 \text{ right } A.C_2$

Instantiating these rules to some of the disambiguation rules in figure 1 leads to the following subtree exclusion patterns (aka conflict patterns):

$E.Mul > E.Add$

$E.Mul > E.Add$

$E.Add \text{ left } E.Add$

Figure 2: Parse trees for an ambiguous expression, and its disambiguation using subtree exclusion rules
Applying these rules to the expression in figure 2 shows that the sentence is completely disambiguated as all but one parse tree for the expression are rejected.

A set of disambiguation rules is safe when each sentence in the underlying grammar is also a sentence in the disambiguated grammar. That is, no sentences are excluded. A set of disambiguation rules is complete when each sentence in the underlying grammar has at most one parse tree in the disambiguated grammar. That is, each sentence is completely disambiguated. How can we prove that set of disambiguation rules safe and complete? That is a central question in our work on the semantics disambiguation rules [2].

3 Proving Safety and Completeness

The central insight in our approach to proving safety and completeness of disambiguation is that disambiguation by means of associativity and priority rules corresponds to reordering of parse trees. For infix expression grammars we define a rewrite system generated by instiantiating the following rewrite rule schemas for each pair of productions in a grammar:

When we apply these rules to the expression in figure 2, we see that all trees can be converted into each other using these rewrite rules:
In general, we have a theorem that states that all ambiguities in an infix expression grammar are related by reordering, expressed diagrammatically as follows:

\[
\begin{align*}
\text{yield} & \rightarrow w \leftarrow \text{yield} \\
& \text{yield} \downarrow \\
& t_1 \leftarrow \text{RI} \rightarrow \ldots \leftarrow \text{RI} \rightarrow t_i \leftarrow \text{RI} \rightarrow \ldots \leftarrow \text{RI} \rightarrow t_n
\end{align*}
\]

The reordering rewrite system is non-terminating. Each tree can be converted in each other tree. Using the subtree exclusion patterns generated from the associativity and priority rules of a grammar, we direct the rules of the rewrite system, leading to the following rule schemas:

\[
\begin{align*}
\text{C}_1 & \rightarrow \text{DIT} \quad \text{C}_2 \\
& \text{if} \quad \text{C}_1 \\
\end{align*}
\]

In our paper [2] we show that safety of disambiguation corresponds to termination of this rewrite system and that completeness of disambiguation corresponds to confluence of the rewrite system. We illustrate that here using the diagrams in figures 3, 4, and 5.

Figure 3: Unsafety corresponds to non-termination
Figure 4: Incompleteness corresponds to non-confluence (non-Church Rosser)

Figure 5: Safety and completeness correspond to termination and confluence.
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